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BOTTLENECKOLOGY

EVALUATING SUPERCOMPUTERS

Jack Worlton

Comput ing end Communications Divisiom
Los Alamos Wational Laboratory
Los Alamos, Wew Maxico 87545

ABSTRACT

Evaluating eupercoamputer performsance is more diffi-
cult than evaluating performance for othar types

of computers because of the wvide range of perfors-
ances encountered. Depending on the purpose of the
avaluat ion, methods of evaluation can be used that
trade of{ lavel of effort and accuracy, including
rules of thumb, analytical models, testing, and
simulation.

1, INTRODUCTION

There are two motives for tha evaluation of super-
computers: to predict the performance of alterns-~
tive architectures during the deeign process and
to predict the performance of alternative comput-
ers during the acquisition process. The level of
effort expanded on the first of these motives is
typically much greater than for the second. This
paper focuses on the mathods used in the acquisi-
tion process, although the methods ace generally
applicabls.

The genera) mathods used for system evaluation in-
clude rules of thumb, analytical models, simula-
tion, and tasting. Rules of thumb are the easisst
to apply but give tha least accurate resultsi
siaulation and testing are the most expensive but
g've tha most accurate results. It is usually bast
to spply the methods in top-down ~vder, beginning
vith rules of thumb to get ballpark parformance
estimates, analytical models to gain deeper in-
sights, and then continuing vith more detsiled
studies uveing simulat ion and testing. Simulation
studies arc usually considered to be too demanding
for the acyuisition proce +, and they will not be
covered in this paper.

2. SOME RULES OF THUMB

hiles of thumb are judgments formed {rom experience
snd hence vary widely with the people vho apply
thea. The goal of & rule of thumd s to gain a
good sppronimation to suparcomputer performance
using the minimum information, time, and effort.
Rules of thumb are sufficiently accurate to
determine peak performance rates and to give an
estimate of ewpected parformance. For thias purposs,
the key item of information {s the machine cycle
time, Tc. The reciprocal of Tc {s usually the
saximum rate at vhich tha machine will deeue

instruct ione; hence, one rule of thumb is that
1/Tc 19 tha peak "no-op" rate, i.s., the maximums
rate of execution of scalsr instructions.

Tha sustained rate of scalar execution is, of
course, much lass than this, due to dalsys in
memory access and operation emecution. For aex-
ample, the CDC 7600 had a cycle time of 0.0275
microseconds, hance its nc-op rate was about 36
million instructions per second (MIPS); however.
its sustained rate in Fortran codes wvas only about
10 MIPS, or 282 of {ite no-op rate. Architectursl
afficiency in different designs will causa this
number to vary somswvhat, but as a rule of thuxd
we expect most computers to exscute scalar code at
about one-third of their no-op rate, 1i.e.,
1/(3*Te) .

It ie sometimes of interest to lnow the rate of
exacuting float ing-point operations. For this
purpose a rule of thumb is ussed for conver:ing
MIPS to millions of floating-point oparations par
second (MFLOPS). Estimates vary from 3 to 5 for
the ratio of MIPS/MFLOPS, but 4 {s commonly used.
Thus, given Tc, we can estimste the ecalsr MFLOPS
rate by 1/(12*T¢). To take the CDC 7600 again,
this would give 1/(12%0.0273) = 3 MFLOPS, which {e
in the right ballpark.

If a vange of scalar performance ie known, the
veighted harmonic mean can be ueed to estimate sus-
tained performance. Ruppose, for example, we know
that the CDC 7600 has a performance range of 2 to
6 MFLOPS and that these are to be equally vaeightaed;
the harmonic mean is then given by

Bm = 2/(1/2 + 1/6) = ) MFLOPS.

Rules of thumb for vector performance are lass pre-
¢ise tha: those for scalar performance bacause of
the wide range of vector parformance. It {s not
unusual for the peak to low rctor perforaance
rangs to be as high as 3011, whareas scalar per-
formance ranges are typically les) than 3:l. Peak
vector rates can ba computed from the racio of the
numbsr of results generated par cycle divided by
the time per cycle. For emsmpls, the Cyber 208
with four pipelines end a oycle time of 0.020 micro-
saconds has & pesk vector parformance of 4/0,020 =
200 MPLOPS; this computer also has a "triadic
accelerator"” tha. can double this performance, so
peak parformance would then go to 400 HFLOPS.



We can now combine our scalar and vector rules of
thumb for a composite estimate by using the har-
wonic mean. BSuppose a vector processor has a
sustained rate of 50 MYLOPS and a sustained scalar
tate of S MPLOPS. The harmonic mesn of these rates
(ueing equal weights) would then be

Ba = 2/(1/30 + 1/5) = 9 MFLOPS.

In summary, to obtain a quick estimate of the per-
formance of a supercomputer, estimate sustained
scalar performsnce from the cycla time, sustained
wvector performance from the peak vector rate, and
then combine these using the harmonic maan.

3. _ANALYTICAL MODELS

Analytical models are more difficult to derive
than rules of thumb, but once thay are undarstood,
thay can be used with relatively little effort;
modele can be resdily coded up and Tun in 3asic en
s personal computer, for exsmple. The theoretical
foundation of these models is the weighted har-
monic masn:

1
R = '
fi R1
vhere f1 e the fraction of results generated at
rate !i' This wodel is so basic to unders-anding

computer performance that it might be called Thse
Pundaomental Prinoiple of Computer Architecturs.
fc 1s aleo the basis of what 1s callad "bottle-
neckology'~-the study of bottlenecks. This gen-
eric model can be used to derive architecture-
specific wodelys.

The analytical model commonly called "Amdahl's
Law' {s & special case of the veighted harmonic
mean that includes only the lowast and highast
performances being considered, {.e.,

1
A= t/R + (l- r'
vhare { {s the fraction of wurk done at the high
rate, R, and (1-f) {s the fraction of work done
st the lowv rate, r.

A third snalytical model useful for parformance
estimation 18 the uniform average.* 1f we svsume
that the sut of fractions of vectoritation for a
site vorkload are uniformly distributed over the
interval (0,1}, we can apply the uniform average
from the inteyral calculus to Amdshl's Law, and
derive tha following result:

Ra = Rv*(la Rve)/(Rve-1) ,

vhere Ra # the uniform average rate, Rv = the peak
tate, and Rva = the rvatio of pesk to minimum rate.
The facter (ln Rve)/(Rvs-1) is essentially an

efficiency factor that determines what fraction of

*1 & Indebred to Dr. Lelend Williams of Trisnple
Univereities Comput ing Canter for this inoighty
he, in turn, credits it to Professor R. Cuseon
of Duhe Univaraity.

the peak performance, Rv, vill be achieved for a
given ratio of peak %o lowv performancs.

This result can be generalized by taking the uni-
form sverage over the interval (a,b) within the
interval (0,1).

4. TRSTINC

Test ing of supercomputers, commonly called "bench-
marking,” poses a challenge bacause of the wide
performance Tange of supercomputers. A small vari-
ation in the optimization of a code can cause a
significant difference in the benchmark results.
Thus, benchmarks are site-dapencdent: benchmarks
for Site A may not represent the performance that
would be achieved by Site B. To assure reliable
banchmark data, & site should follov atr least the
following stape:

o Perform a vorkload characterization study. This
vill define the types of job_ and the fraction of
the worklosd they repreeant.

o Select s subset of the jobs to represent the
vhole workload; tleesa should be thosec jobs having
the highest fractions in the workload.

o Belect portione cf these progrsms (kernels) to
represent the whole program. This is perhaps the
most crucisl etep in the procass.

o Tine the kernels on the eystems of interast to
obtain kernel execution rates.

0 Compute the veighted harmonic mean using the
fract irne obtained in the workload characteriza-
tion study. '

Failures in ths benchmarking process are usually
due to the lack of a workload characterization
study, to the uese of kernels that do not raepresent
the progrmms, or to the use c¢f tha arithmat ic mean
rather than the harwonic mean.

5. _SUMMARY

Nev generations of supercomputers pose ever more

difficult evaluation problems dus to the fnnovative
architectures in these computers. The new clase of
supercomputers that will use multiple instruction-
streen dasigns vill require even more careful eval-
uation procedures than have been used in tha past.
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